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MicroFlow: Advancing Affective States Detection
in Learning through Micro-expressions

Abstract—Gaining a deep understanding of student engage-
ment is essential for designing effective learning experiences. In
this study, we proposed the MicroFlow framework inspired by
the concept of micro-expressions, to advance detecting learners’
affective states in learning. We collected data from 19 students
(54 sessions) during Python programming. We found that micro-
expression features, Inter Vector Angles (IVA) combined models
demonstrated the highest performance in detecting anxiety and
flow state. The AUC for flow state improved by 10% (reaching
84%) compared to the AU model. For anxiety and boredom,
we achieved AUC values of 71% and 70%, respectively. We
highlighted the feasibility of our framework as a cost-effective
tool that enable educators to create a more engaging learning
environment by adjusting the complexity level of learners tasks,
ultimately improve learning outcomes.

Index Terms—Flow Theory, Micro-expression Theory, Facial
Expression, Emotion, Education, Passive Sensing

I. INTRODUCTION

One crucial factor that affects the effectiveness of the
learning process is individuals’ emotional response to a given
task [1]. Students may find easy tasks boring or feel anxiety
and frustration when tackling highly complex assignments.
The ultimate goal for learners is to attain a state of flow,
characterized by deep engagement, focus, and enjoyment, as
it facilitates effective learning [2, 3]. Understanding learners’
emotional responses enables instructors to optimize educa-
tional materials by adjusting the task difficulty and creating an
engaging learning environment. According to the Flow Theory,
achieving a state of flow involves balancing skill level and task
complexity [2].

Facial expressions are commonly used to detect learners’
emotional responses, and facial expression recognition (FER)
algorithms have been applied to reveal affective states such as
boredom, anxiety, and flow [4, 5]. While macro-expressions
have been used to recognize emotions during studying, the
complexity of human emotions necessitates the inclusion of
micro-expressions. Combining Inter Vector Angles (IVA) fea-
tures for micro-expression detection with Action Unit (AU)
features for macro-expression recognition can enhance the
detection of concealed and unconsciously produced emotions
[6, 7]. By incorporating both IVA and AU features, our
proposed approach improves the accuracy of detecting flow,
anxiety, and boredom in the learning context [8].

II. BACKGROUND

A. Methods for Capturing Students’ Learning Experience

Individual learning experiences are influenced by various
factors, including emotions, cognitive skills, language pro-
ficiency, and prior knowledge [9]. This study focuses on

learning-centered affective states such as boredom, anxiety,
and flow, which reflect learners’ emotional responses during
their educational journey. Emotional experiences in learning
have been linked to academic performance [10, 11, 12], and
task complexity can impact learners’ emotions [13]. Tradi-
tional survey-based approaches have limitations in capturing
real-time experiences and may not be feasible in a classroom
setting [14]. Alternative methods like eye-tracking analysis
[15, 16] or wearable sensing technology such as electroen-
cephalogram [17] offer advanced ways to identify affective
states but may be costly and challenging to implement.
In contrast, computer vision technology, specifically facial
expression recognition, provides a cost-effective and high-
performance approach [18]. This study explores the effec-
tiveness of this approach in analyzing macro- and micro-
expressions in the learning process, leveraging its advantages
for educational contexts.

B. The Potential of Micro-expressions in Detecting Learning
Affective States

Micro-expressions refer to the rapid and involuntary facial
contractions and relaxations that typically occur within a short
duration, often within a 500 ms window [8]. These subtle
facial expressions are characterized by distinctive features,
such as the presence of an apex phase, which is the most in-
tense moment of the micro-expression [8]. Micro-expressions
have been found to be reliable indicators of genuine emo-
tions, as they occur spontaneously and are difficult to control
consciously. Existing studies have shown micro-expressions’
efficacy in capturing human emotions [18, 19, 20].
However, a research gap exists in applying facial micro-
expression recognition to track learners’ affective states, par-
ticularly in education. Our study addresses this gap by explor-
ing the application of micro-expression analysis to identify
learners’ emotional responses in an educational context.

III. METHOD

A. Dataset

We developed a novel facial behavior sensing system (a.k.a
FacePsy) equipped with state-of-the-art Facial Expression
Recognition (FER) modules to collect data. The dataset collec-
tion pipeline involved real-time video capture from a camera,
followed by face detection using the dlib face detector [21].
For each frame, if a face bounding box was detected, the face
was cropped using the bounding box coordinates. The cropped
face was then processed using a dlib shape detector to extract
68 facial landmark points, which were utilized to calculate
head pose representation (yaw, pitch, and roll). Additionally,
the cropped face was used to estimate different Action Unit



Fig. 1. Systematic Diagram of the Proposed MicroFlow Framework

(AU) intensities. Our dataset comprised feature values of the
68 landmarks, head pose, and various AU intensities.

During the spring semester of 2021, we collected data from
19 students, resulting in 54 sessions in engineering courses.
A session refers to the duration in which a student dedicated
time to complete a specific Python programming assignment.
While the majority of students adhered to the study protocol
by completing both data collection and surveys, a few only
completed the end-of-session survey. Overall, 19 completed
surveys were obtained, with sensor data missing from 3
students. Sessions lasting less than 5 minutes were excluded,
leading to the removal of 4 sessions from 4 students. After
these exclusions, the dataset consisted of 31 sessions from 12
students. On average, each participant had 2.5 sessions. The
mean and median session lengths were computed as 73.02
minutes and 31.31 minutes, respectively.

The ground truth for anxiety, flow, and boredom scores was
collected via a survey at the end of each session. We used the
median score of each class as the threshold to label participants
into high/low states of anxiety, flow, and boredom.

B. Feature Extraction

The IVA (Inter Vector Angles) method is employed to
capture facial expressions by analyzing the movement of facial
landmarks through the contraction and expansion of facial
muscles. It achieves this by segmenting the face into small
triangular regions. The IVA feature incorporates the scale-
invariant property of angles. In our study, we consider the
nose center as the face’s centroid for computing IVA features
(Figure 1. The face is further divided into six regions: nose
center, nose, right eye, left eye, jawline, and mouth. By
permuting all possible combinations of the remaining 67 face
landmarks with the centroid and the individual parts of the
face, we compute a total of 464 triangles. Specifically, 11
landmarks are used for the left eye, 11 for the right eye, 8
for the nose, 20 for the mouth, and 17 for the jawline. After
computing the IVA features, our feature space comprises a
total of 1392 values.

For spatial processing, we employed 1392 IVA features for
Face Shape representation and 3 features (Yaw, Pitch, and
Roll) for Head Pose representation. These features captured

the spatial information of the micro-expressions. To address
the high dimensionality of the IVA features, we utilized
Principal Component Analysis to reduce them to 10 features.
To analyze the temporal dynamics of the micro-expressions,
we computed velocity and acceleration on the dimension-
reduced IVA features and the head pose representation (yaw,
pitch, and roll) data. Inspired by Micro-expression theory, we
computed histogram features, such as minimum, maximum,
median, mean, standard deviation, quartile 1, and quartile 3, at
intervals of 500ms. This choice of a 500ms window allowed us
to capture the rapid occurrence of micro-expressions, enabling
us to spot important characteristics such as the min/max for
the apex phase accurately.

Our framework introduces a novel method for extracting
micro-expression features that captures the spatial-temporal
deformation of facial muscle movement, incorporating both
temporal dynamics and geometry-based face shape and head
pose representation.

C. Machine Learning Modeling

In our study, we used LightGBM [22], a Boosting Trees
implementation, to build the detection model. Gradient boost-
ing is a type of boosting method that iteratively learns from
weak learners to create a strong model. To accommodate our
substantial dataset (n=31 sessions), we evaluated the model
using leave-one-session-out (LOSO) cross-validation. The ses-
sion data from each participant, starting 15 minutes after the
session’s onset, was paired with ground truth flow state values.
We employed LightGBM Classifier to train and predict the
low/high flow states. LOSO cross-validation ensured that our
flow model remained effective when multiple coding sessions
from a subject were included. For hyperparameter tuning of
the LightGBM classifier, we utilized Optuna [23] with 1000
iterations.

IV. RESULTS

In this section, we describe our MicroFlow framework for
the prediction of low/high states of flow across the three
different models namely AU, IVA, and lastly AU and IVA
combined model. To compare the model performance among
different model we report accuracy, precision, recall, F1 and



AUC score of each model. As Table I shows, we conducted
experiments to understand what categories of facial behavior
features, macro expression (AU), micro-expression (IVA), or
combinations achieve the best performance.

A. Using AU Features

AU features are widely used for macro-expression recog-
nition and have showcased state of the art performance in
the same [24, 25]. We learn AU features with LightGBM
classifier to predict flow, anxiety, and boredom and report
individual performance. Using AU features we achieve 0.68
accuracy, 0.67 precision, 0.67 recall, 0.67 F1 and 0.74 AUC
for flow model. For Boredom, we achieve 0.61 accuracy, 0.78
precision, 0.41 recall, 0.54 F1 and 0.70 AUC. For anxiety
model, we achieved 0.71 accuracy, 0.71 precision, 0.90 recall,
0.79 F1, and 0.70 AUC. LightGBM classifer was able to
learn AU features for flow, anxiety, and boredom model to
an acceptable AUC. Table I demonstrate the results.

B. Using IVA Features

We test the performance of our framework using IVA fea-
tures as described in section 3.2. with LightGBM as classifier.
Our method focuses on capturing spatial-temporal deformation
information during micro expression sequence. Using IVA
features we achieve 0.61 accuracy, 0.64 precision, 0.47 recall,
0.54 F1 and 0.82 AUC for flow class. Our IVA model achieves
8% boost AUC from the AU only model. For boredom, we
achieve, 0.58 accuracy, 0.70 precision, 0.41 recall, 0.52 F1,
and 0.70 AUC. For anxiety model, we achieved 0.58 accuracy,
0.64 precision, 0.74 recall, 0.68 F1, and 0.64 AUC.

C. Combined Model: AU + IVA

We combine temporal dynamics information of micro-
expression extracted using IVA features with AU features, to
create a combined model which is an amalgam of both micro
and macro-expression based features. We achieved an AUC of
0.84 for flow class, 10% improvement over AU only model.
For same model we achieved accuracy 0.74, precision 0.81,
recall 0.60 and F1 0.70. This model got the best accuracy,
precision, and F1 score for flow class. However, the same trend
was not observed in the boredom class. For boredom, AUC
dropped to 0.66 and achieved 0.64 accuracy, 0.75 precision,
0.53 recall and 0.63 F1. For anxiety class we achieved an
AUC of 0.71, 1% improvement over AU only model. We
achieved auccuracy of 0.65, precision 0.65, recall 0.90, and
F1 0.76. For flow and anxiety class combined model got the
best performance.

V. DISCUSSION AND LIMITATION

The study demonstrated the feasibility of extracting tem-
poral dynamics from micro-expression sequences to enhance
the predictability of algorithms in detecting learners’ affective
states during online Python programming in the context of the
COVID-19 pandemic. We confirmed the presence of micro-
expressions as responses to the learning process, which can
be utilized to identify learners’ affective states. Our hypoth-
esis was supported for anxiety and flow prediction, showing

TABLE I
PERFORMANCE METRICS WITH HEAD POSE

Class Model Acc Precision Recall F1 AUC
Flow AU 0.68 0.67 0.67 0.67 0.74

IVA 0.61 0.64 0.47 0.54 0.82
AU+IVA 0.74 0.81 0.60 0.70 0.84

Boredom AU 0.61 0.78 0.41 0.54 0.70
IVA 0.58 0.70 0.41 0.52 0.70
AU+IVA 0.64 0.75 0.53 0.62 0.66

Anxiety AU 0.71 0.71 0.90 0.79 0.70
IVA 0.58 0.64 0.74 0.68 0.64
AU+IVA 0.65 0.65 0.90 0.76 0.71

superior performance with the micro and macro-expression
features-combined models. However, boredom exhibited a
different pattern, performing better with the macro- or micr-
expression features only models. This suggests that different
affective states may require distinct approaches, as their ex-
pressions can vary.

The dataset was relatively small, consisting of only 12
participants and 31 sessions. To mitigate this limitation, we
employed leave-one-out cross-validation to assess the general-
izability of the model. The data was collected at a frame rate of
7 frames per second, potentially limiting the capture of certain
micro-expression characteristics. Despite these limitations, our
findings complement prior research by exploring the use of
micro-expressions in a learning context. The key advantage of
our method is its compatibility with built-in or web cameras
commonly available on most computers, eliminating the need
for additional devices or hardware and making it cost-effective
for educational institutions. Our approach does not involve ex-
plicit face recording, addressing participants’ privacy concerns
and facilitating the inclusion of more participants in research
studies.

VI. CONCLUSION AND FUTURE WORK

We propose the MicroFlow framework, which combines
micro- and macro facial expressions to enhance the under-
standing of affective states in the learning context. In this
study, we explored the use of facial expression recognition as
a means to identify specific affective learner states, including
boredom, anxiety, and flow. To capture micro-expression, we
utilized IVA features, and for macro-expressions, we employed
AU features, drawing inspiration from micro-expression the-
ory. While individual models showed improved performance
for detecting boredom, the combined use of IVA and AU
features achieved the highest accuracy for anxiety and the
flow state. We highlight the potential of the MicroFlow
framework which help educators and researchers adjust a level
of complexity of assignments or lecture materials and create
more engaging learning environments which potentially led
to improved learning outcomes. To ensure applicability and
generalizability, we plan to test our framework in diverse
learning environments and larger classroom settings.
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